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The goal of this short presentation is to demonstrate how relstb utility can be 
used to decrease time and handmade work to re-/create Oracle logical/physical 

standby databases for 10g, 11g, 12c Enterprise/Standard Edition versions.  

Please use “zoom in” slide show function to see more picture details.



Description
• relstb utility is a bunch of UNIX Korn shell scripts (100 pcs. and  917 kbytes total about)  

that gives a hand of help to the Oracle database administrators  to re-/create any kinds of 
Oracle standby databases with the minimal efforts. relstb utility is under constant 
developing  to implement new standby related features. relstb utility was tested and works 
on Red Hat Linux (ver 6. and higher), Sun/Oracle Solaris (ver. 10 and higher) and IBM 
AIX (ver. 6 and higher) operating  systems. 

• Supported standby features by Oracle version:

10g: Physical/Logical  on EE, Physical  on SE

11g: Physical/Logical  on EE, Physical  on SE

12c: Physical/Logical  on EE, Physical  on SE.  Note: Far Sync is not supported.

Features like Data Guard, Data Guard Broker, Data Guard Fast-Start Failover, Active 
Database Duplication are supported if they presents 



How does it work in general?

• Prerequisites' check

• Copying (from MAIN system) and modification (on AUX system) for files: init.ora, 
password file

• Copying (from MAIN system) control file for standby

• physical standby restoration and recovery using primary system’s Flash Recovery Area 
on NFS share or using duplicate active database way

• Physical standby conversion into the logical standby in case of need

• Data guard broker creation in case of need 

• Active data guard activation in case of need 



Here you can see a short command line help



Prerequisites’ checking



Some more checks



After prerequisites' checks finish there is a step to 
start physical standby restoration and recovery on 
AUX system. After that physical standby can be 
converted into the logical standby.



Here you can see parallelism during data files’ 
restoration and a timer at the top with the end work 
time estimation. Timer refreshes every 30 seconds.



End of restoration, recovery and logical standby 
conversion



A lot of propositions to adjust standby and primary 
instance





The end. Some missed Oracle background process 
mean Data Guard Broker wasn’t activated.



Total. alert.log output. Primary logs get to standby 
instance and apply


